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Earned Schedule Application to  
Small Projects

Abstract
Stop work and down time conditions, sometimes occurring for small projects, impact the values computed for 
Earned Schedule indicators. The distorted values, in turn, have the potential to affect management decisions. To 
address the problem, a special calculation method for handling these conditions is presented and examined using 
four sets of notional data. Comparisons of the computed values from special and normal ES calculation methods 
indicate significant improvement using the special calculations. 

Walt Lipke, PMI® Oklahoma City 
Chapter

Introduction
Earned schedule (ES) is an extension 
to earned value management (EVM) 
providing the capability of schedule 
analysis.1 ES was introduced in 2003 
by my article “Schedule Is Different” 
[Lipke, 2003]. From 2003 until now, 
much has happened. For those apply-
ing ES, the method is broadly consid-
ered to be a significant advancement 
to the practice of EVM. ES has prop-
agated across the world, including 
the USA, Australia, United Kingdom, 
Belgium, Spain, Canada, India, Japan, 
and other countries as well. It is be-
ing used across all industries ap-
plying EVM for all sizes of projects. 
Furthermore, the method is being 
used in research, instructed in several 
universities, and is included in recent 
project management texts and the 
newer EVM analysis tools. Currently, 
an appendix describing ES is be-
ing prepared for inclusion in the PMI® 
Practice Standard for Earned Value 
Management [PMI, 2005].
The measure of ES has provided 
schedule analysis and forecasting ca-
pability to those using EVM, previ-
ously not believed possible. Parallel 
to forecasting final cost using EVM 
measures, ES facilitates a simple cal-
culation for the forecasting of proj-
ect duration and completion dates. 
Furthermore, it has been shown that 

the forecasting is enhanced through 
the application of statistical meth-
ods [Lipke, 2009]. Additionally, anoth-
er measure has been derived from ES, 
“Schedule Adherence” [Lipke, 2009]. 
This measure, in turn, has provid-
ed the capability to perform detailed 
analysis, yielding identification of pro-
cess constraints and impediments and 
specific tasks having the likelihood 
of future rework. Recently, addition-
al calculation methods have been de-
veloped for determining the value of 
the out of sequence work and the re-
work cost caused by imperfect sched-
ule adherence [Lipke, 2010]. These 
advancements are freely available for 
study and exploration through the lit-
erature and calculation tools at the ES 
website, www.earnedschedule.com.
Broadly speaking, the ES methods 
have proven to perform very well. 
However, there are conditions during 
execution, generally for small, short-
duration projects, that can cause error 
in the calculated values for the ES in-
dicators and duration forecasts. These 
conditions are the following:

• Down Time — periods with-
in the schedule where no work is 
scheduled

• Stop Work — periods during ex-
ecution where management has 
halted performance

However, it is worthy to note that even 
when down time and work stop con-
ditions are encountered, ES calcula-

tions converge to the correct duration 
forecast and the final schedule vari-
ance result. The remainder of this arti-
cle will discuss the method of handling 
the two conditions and describe the re-
sults from application to notional data. 

Down Time and Stop Work
Let’s begin with a clear understand-
ing of the terminology “down time” and 
“stop work.” Table 1 shows cumulative 
earned value (EV) and planned val-
ue (PV) for 30 periods of performance. 
You will note that EV and PV are 
shown preceded by an “i.” The i de-
notes that the strings of data are dis-
continuous, i.e., they are “interrupted.” 
First, viewing the iEVcum rows, it is ob-
served that periods 6 and 7 do not 
have data and instead show “XX.” The 
XX entries indicate that management 
imposed a stop work for those two pe-
riods of time. For the iPVcum rows, it 
should be understood that XX entered 
for the periods 15 through 18, indi-
cates no work was planned, i.e., four 
down periods of time. 
The XX periods impact the ES indi-
cators and the forecast duration and 
completion date. The indicators may 
not describe the true performance 
while, generally, the forecast is caused 
to have larger error. When manage-
ment imposes a stop work, the oppor-
tunity has been removed to accrue EV. 
The impact of down time is somewhat 
different. It extends the planned peri-
od of completion. However, manage-

1 This article assumes a reasonable understanding of EVM and ES. If more explanation of EVM is desired see Humphreys (2002). For the fundamentals 
of ES see Lipke (2009).
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ment can choose to not have the down 
period(s) and instead continue to 
work. As seen from the iEVcum entries 
in Table 1, the project manager (PM) 
chose to work through the planned 
down periods (15 though 18), thereby 
minimizing the completion delinquen-
cy. Oppositely, if the plan had been fol-
lowed, XX would instead appear for 
the iEVcum entries during the down time 
periods. 

Schedule Performance 
Indicators
Table 2 displays the normal and 
amended, or special, ES indicators 
that account for the imposed stop 
work. Observed for the periodic time-
based schedule variances, SV(t)wk 
and iSV(t)wk both have a value of –1.0 
for the stop work periods (6 and 7). 
Clearly, no work was accomplished; 
therefore, for both indicators, a peri-
od of opportunity to accrue EV was 
lost for each stop work period. This 
fact is shown, as well, for the period-
ic schedule performance efficiencies 
SPI(t)wk and iSPI(t)wk; both are equal 
to zero for the two periods. 

The cumulative values for the in-
dicators in Table 2, however, show 
differences. The normal SPI(t)cum indi-
cates schedule performance efficien-
cy is decreasing during the stop work, 
whereas the iSPI(t)cum value remains 
constant. If the project team had cho-
sen to work and accomplished noth-
ing, then decreasing performance is 
an expectation. In this case, there is 
no way of knowing if performance has 
changed; thus, the value for iSPI(t)cum 
remains at 0.6084, i.e., the value from 
the last performance period (5) in 
which work was not stopped.
The differences for the values of SV(t)cum
and iSV(t)cum are the result of the im-
pact from the planned down time. Two 
iSV(t)cum values are computed and 
shown in Table 2. One includes the 
impact of down time while the oth-
er does not. The two values are iden-
tified as iSV(t)cumDT and iSV(t)cumDT, 
respectively. 
Returning to the example computa-
tions, the four periods of down time 
(15–18) are in the future with respect 
to the stop work periods (6–7). As 
such, they represent periods available 

for accomplishing work. For the spe-
cial indicator, iSV(t)cumDT, its value will 
be identical to SV(t)cum until the periods 
of down time occur. As Table 2 indi-
cates, this is the condition for periods 
6 and 7 and, as shown, the values for 
SV(t)cum and iSV(t)cumDT are equal. 
The values in the column representing 
iSV(t)cumDT account for the available 
down time. Using the values in Table 
2, it can be deduced that adding the 
four periods of down time to SV(t)cum
yields iSV(t)cumDT. As the down time 
periods occur, they accrue and no 
longer have potential for performing 
work. To obtain iSV(t)cumDT, the value 
of down time remaining is subtracted 
from iSV(t)cumDT. As an example, us-
ing the data from period 7, the number 
of down time periods (4) is subtracted 
from 0.0422 to yield –3.9578 for  
iSV(t)cumDT.
Table 3 provides information about the 
indicators during the planned down time 
periods. The normal and special period-
ic SPI(t) values are equal, as we should 
expect; the ES progress for the perfor-
mance period is not affected by the down 
time. However, SPI(t)cum is shown to be 

less than iSPI(t)cum;
the result of the 
previous stop 
work periods. As 
expressed earli-
er, the true sched-
ule performance 
efficiency is giv-
en by the special 
indicator.
The differences in 
the computed val-
ues for SV(t)cum 
and the two  
iSV(t)cum indica-
tors were de-
scribed in the 
discussion of 
Table 2. To as-
sure under-
standing a few 

Table 1. EV and PV data with stop work and down time.

	  

	  

Table 2. Stop work indicators.
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calculations for period 15 from Table 3 
follow:
iSV(t)cumDT = SV(t)cum + Total Planned 
 Down Time
 = –4.8981 + 4.0
 = –0.8981 periods
iSV(t)cumDT = iSV(t)cumDT – Down
 Time Remaining
 = –0.8981 – 3.0
 = –3.8981 periods
Although the periodic values are equal 
for the two methods of computing sched-
ule performance efficiency, those for 
schedule variance are not. Down time 
causes the periodic values of the nor-
mal and special schedule variance to dif-
fer by 1.0; i.e., iSV(t)wk is equal to SV(t)wk 
plus 1.0 to account for the down time as-
sociated with the period of performance. 
As an example, when the project stops 
work in accordance with the sched-
uled down time, SV(t)wk is equal to –1.0; 
the normal indicator is influenced by the 
stop work only. However, because of the 
down time, iSV(t)wk is equal to 0 
(–1.0 + 1.0 = 0). 
The message to 
be taken from 
this discussion is 
when stop work 
or down time con-
ditions occur, the 
normal indicators 
do not accurate-
ly portray perfor-
mance and have 
the potential to 
cause inappropri-
ate management 
decisions. The 
special indica-
tors provide bet-
ter management 
information. At 
this point it may 
be confusing as 
to why there are 
two values for 
iSV(t)cum. The 
iSV(t)cumDT is the 
true schedule 
variance and is 

intended for project performance anal-
ysis. The iSV(t)cumDT is made available 
for management to know the position 
of the project should the schedule be 
compressed such that the remaining 
down time is taken away.

Forecasts
A significant advantage from apply-
ing ES is that the method provides the 
capability to forecast the project du-
ration and the expected completion 
date. Other methods exist; howev-
er, through studies it has been shown 
that ES is the most reliable forecasting 
method using EVM data [Lipke, 2008] 
[Vanhoucke, 2007]. Nevertheless, in 
the introduction segment of this article, 
it was mentioned that the interrupting 
conditions cause some amount of er-
ror in the ES forecasts. At the conclu-
sion of the introduction, emphasis was 
made that, even with the interrupt-
ing conditions, the ES forecasting al-
ways converges to the actual duration. 
Knowing this, the question arises: Is 

it worthwhile to calculate the forecast 
differently? I’ll attempt to show the im-
provement is significant enough that 
when the interrupting conditions of 
work stop and down time arise, the al-
ternative method should be used.
The idea of the alternative calculation 
is fairly simple yet complex. In general, 
the forecast is made as if the interrupt-
ing conditions are not present. Then, 
using the undistorted forecast, add in 
the interruption effects as they occur. 
Thus, to begin, instead of computing 
the forecast using the normal SPI(t)cum, 
the true performance index, iSPI(t)cum, 
is used. 
The first step, as previously described, 
is to calculate an initial forecast as if 
the planned down time does not exist. 
Therefore, the period of performance 
used in the calculation is shortened; 
the numerator in the forecasting for-
mula becomes the planned duration 
(PD) minus the total number of down 
time periods (DTT). Having the numer-

	  

	  

Table 3. Down time indicators.

Table 4. Stop work / down time forecast.
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ator and denominator, the normal ES 
forecasting formula, IEAC(t) = PD /  
SPI(t)cum, is modified to become the ini-
tial forecast formula: IEAC(t)sp1 = (PD 
– DTT) / iSPI(t)cum.
From this initial formulation, the impact 
of the stop work and down time condi-
tions are introduced into the calculation 
as they occur. The running total of stop 
work (SW) periods is added to the ini-
tial formula, creating a second forecast 
expression: IEAC(t)sp2 = IEAC(t)sp1  
+ SW. 
For the final forecast formula, IEAC(t)sp, 
the total number of down time pe-
riods (DTT) is added to IEAC(t)sp2. 
As the down time periods occur, they 
are counted (DTL) and then subtract-
ed from DTT, thereby reducing the re-
maining potential for void performance 
periods. At this point, the formulation 
of the final forecast is complete with 
one exception. In the event the fore-
cast from IEAC(t)sp2 computes a du-
ration (SP2) less than PD, the number 
of down time periods between SP2 
and PD is counted. This condition-
al quantity (DTC) is included as a sub-
traction, which completes the special 
forecasting formula: 

IEAC(t)sp = (PD – DTT) / iSPI(t)cum + 
 SW + DTT – DTL – DTC

Now, we will use this formula and ex-
amine its forecasting performance. 

From the data shown in Table 1, the 
normal ES forecast, IEAC(t), is com-
puted and compared to the special ES 
forecast. The computed results are 
compiled by period of performance in 
Table 4. As seen in the table, the two 
forecasts begin with comparable val-
ues. When stop work periods 6 and 7 
occur, IEAC(t) increases significant-
ly more than does the special forecast. 
Over the two periods, IEAC(t) increas-
es from the value of 44.4 to 62.1 peri-
ods, whereas IEAC(t)sp increases by 
only two from 41.8 to 43.8.
For periods 8–14, both forecasts de-
crease with the IEAC(t) value consis-
tently higher; the difference between the 
two begins at 14.2 periods and narrows 
to 4.9. During the down time periods, 15 
through 18, each forecast continues to 
decrease, with the IEAC(t) values high-
er by 5.5 to 6.9 periods. Once the down 
time conditions have passed, both fore-
casts quickly converge to values close 
to the actual duration. For this set of 
data, it is reasonably clear that IEAC(t)
sp produces a better forecast than 
IEAC(t). Next, four cases are examined 
to further evaluate the forecasting of the 
two methods, when interrupting condi-
tions are present. 

Case Comparisons
The four cases to be examined are 
characterized as follows:

• Case 1 is an early finish proj-
ect with a three week stop work 
condition.

• Case 2 is a late finish with work 
stopped during four weeks of 
down time.

• Case 3 is a late finish with work 
accomplished through four weeks 
of down time.

• Case 4 is a late finish having 2 
weeks of stop work followed by 4 
weeks of worked down time.

For each case a figure is presented 
containing a graph and column chart 
(Figures 1–4). The graph plots by per-
formance period the special and nor-
mal forecasts along with the planned 
and actual durations. The column 
charts are comparisons of the stan-
dard deviation of the forecasts from 
the final duration for four ranges of 
percent complete. The ranges are 10–
100%, 25–100%, 50–100%, and 75–
100%. The graph provides a good 
visual for how well the IEAC(t)sp and 
IEAC(t) forecasting methods perform. 
Separately, the column charts display 
the characteristic of convergence to 
the actual duration. 
The performance depicted in Figure 
1 is of a project planned for 28 peri-
ods that completes in 26. The effect 
of three weeks of stop work is ob-
served in the graph. The normal fore-
cast, IEAC(t), increases dramatically 

Figure 1. Early finish — 3 week stop work (11–13).

2 Case 4 is the example project discussed in the previous sections of the article.
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during the stop work, while the special 
forecast increases at a slower rate. By 
period 15, the IEAC(t)sp forecast has 
converged and is accurately forecast-
ing the final duration. After the stop 
work period the normal forecast gradu-
ally decreases, eventually converging 
to the actual duration.   
The Figure 1 column chart shows that 
both methods of forecasting converge. 
The characteristic of convergence is 
indicated by the standard deviation 
becoming smaller and smaller as the 
data range becomes more biased to-
ward completion. Each forecasting 
method indicates increasing accura-
cy as the project progresses; however, 

it is observed to be much more pro-
nounced for IEAC(t)sp.
Figure 2 portrays the performance of 
a late finish project, planned for 27 pe-
riods, in which there are four periods 
of down time. Just as for Figure 1, the 
impact of stopping work, as planned, 
causes the normal forecast to increase 
rapidly. The special forecast increases, 
as well, but the durations calculated 
are shorter. It is seen that the spe-
cial forecast very accurately predicts 
the final duration beginning at peri-
od 19 with the normal forecast becom-
ing comparable at period 21. For Case 
2 the column chart indicates conver-
gence for both methods with the spe-
cial forecast considerably better for the 

two larger percent complete ranges 
and marginally better for the two short-
er ranges.
The Case 3 project is planned for 27 
periods including four periods of down 
time. During execution, the manager 
chose to work through the down time, 
thereby reducing the late completion to 
one period. From the graph it is seen 
that the normal forecast sharply de-
creases during the scheduled period 
of down time, while the special fore-
cast decreases more gradually. The 
special forecast becomes very accu-
rate beginning at period 17, while the 
normal forecast doesn’t achieve com-
parable accuracy until period 24. Each 

Figure 2. Late finish — 4 periods of down time (15–18).

Figure 3. Late finish – work through 4 periods of down time (15–18).
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method shows convergence from the 
column chart with the special method 
consistently showing better forecasting 
accuracy.
Figure 4 portrays the performance for a 
27 period project having a combination 
of interruptions. During the execution, 
performance is halted for two periods. 
Later, to minimize the impact of the de-
lay, the project team works through the 
four periods of down time, delivering 
the product three periods late.
The graph and chart in Figure 4 depict 
the performance for Case 4. Clearly, 
the forecasts from IEAC(t)sp are better. 
They are shown to be more accurate 
for every set of computed values after 
period one. Likewise, the column chart 
illustrates that IEAC(t)sp calculations 
provided better forecasting and conver-
gence for all performance data ranges.
The last three sentences in the pre-
vious paragraph portray, in general, 
the comparison results for cases 1, 2, 
and 3 as well. From the case examina-
tions, it can be stated that when the in-
terruptions of stop work and down time 
are encountered, the special meth-
od can be expected to produce more 
accurate forecasting results. Due to 
the case findings and their consisten-
cy, the special method is recommend-
ed for use.

Summary
ES has been shown through research 
and use over several years to be a re-

liable schedule analysis extension to 
EVM. For large projects, stop work 
and down time conditions occurring for 
small portions of the project, in most 
instances, would not have much im-
pact on the ES time based indica-
tors or the duration and completion 
date forecasts. However, it is a differ-
ent matter for small projects. The in-
terrupting conditions will usually distort 
the ES indicators and forecasts, pos-
sibly enough to affect management 
decisions.
Special calculation methods were in-
troduced for enhancing the application 
of ES to small projects. The meth-
ods were described for the time-based 
schedule performance indicators and 
the forecasting of duration and com-
pletion date. The improvement to the 
indicators from the special methods 
was illustrated through an example set 
of EVM data.
The special and normal forecasting 
methods were applied to four sets of 
EVM data, having various combina-
tions of stop work and down time con-
ditions. For each case, forecasts were 
made using both calculations meth-
ods. The forecasts were then com-
pared from two perspectives. Graphs 
were made for the forecast results 
of IEAC(t) and IEAC(t)sp by peri-
od. Included on the graphs are the 
planned and actual durations, as well. 
Additionally, column charts for four 
ranges of percent complete were con-
structed depicting the standard devia-

tion of the forecast results with respect 
to the final duration. 
For all four performance scenarios, 
the comparisons made in the graphs 
and charts clearly indicate that IEAC(t)
sp reliably produced better forecasts. 
Although small, notional, data sets 
were used, the results are compelling. 
Thus, for small projects encountering 
stop work and down time conditions, 
the special ES method is recommend-
ed for calculating time-based indica-
tors and forecasts. 

Final Comment
Although the calculations to implement 
the special method are not difficult, 
they are incredibly tedious and the 
computations are mistake prone. To 
facilitate the application of ES for small 
projects subject to the interruptions of 
down time and stop work, a calcula-
tor has been posted to the ES website 
(www.earnedschedule.com). The spe-
cial ES calculator, ES calculator v1a 
(special cases), is freely downloadable 
from the “ES Calculator” website page.
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